**关于论文《Network Representation Learning: A Survey》的学习报告**

这篇论文是针对信息网络的网络表示学习（NRL）方法进行研究的。NRL的任务是把一个高维复杂的网络结构嵌入到一个潜在的低维空间中，而这个低维的空间应该尽可能多地保存原来网络的架构连通性以及节点属性，NRL的结果是把原来的网络中的每个节点都表示成一个特征向量的形式，而这些节点对应的低维向量能应用到目前存在的简单但高效的机器学习算法中，而不必针对原来的复杂网络架构研发出较为复杂的机器学习算法。论文中也提出当前的NRL研究领域面临着的一些挑战：包括如何同时保存网络架构的局部与全局信息；如何保存网络中成员的相关信息；数据稀疏性以及算法的可扩展性等。

论文中作者首先提出了NRL问题的定义以及涉及这个问题的一些术语。然后给出了当前研究中NRL算法的分类以及详细介绍了一些当前应用较为成功与普遍的NRL算法。紧接着作者们介绍了NRL的一些成功应用。然后作者介绍了一些数据集以及算法的评估标准以便后续的研究者用来检验自己的算法的性能。论文的最后提出了在NRL领域的一些有潜力的研究方向。

1. **NRL问题的定义以及一些相关术语**
2. 信息网络：信息网络由点集、边集、节点属性与节点标签组成。信息网络中存在的公共网络性质是网络中很有用的信息，这些信息在一定程度上可以准确地表示该网络的潜在组成机制，因此对网络表示学习的过程来说是非常重要的信息。
3. 一阶连通：一阶连通体现了网络包含的直接信息，具体而言就是网络中各个节点之间的直接连接关系。
4. 二阶连通和高阶连通：与一阶连通不同的是，二阶连通与高阶连通反映的是节点之间的相似度，从而体现出这些节点在网络中是否扮演着相同的角色，这一点并不能直接从网络结构中看出。
5. 社区内的连通性：网络结构中通常存在社区架构，即网络可以划分为许多个大大小小的社区，同一社区中成员的相似性大于不同社区间成员的相似性。社区内的连通性保存了同一社区中成员共同拥有的特性。这里要提出的一点是，除了网络的架构以外，节点属性也能用以评价两个节点之间的相似程度，因此在计算社区内的连通性时，应就可能考虑网络架构与节点属性，充分应用信息网络中的信息。
6. 网络表示学习：网络表示学习是结合信息网络中的信息学习得到一个映射函数，将原来的网络通过该映射函数可以把原网络映射到一个新的网络空间中，使得两个在原来网络中相似的节点在新的映射空间中也能具有很大的相似性。NRL得到的节点表示需要满足以下三个条件：低维、具备就可能多原来网络的信信息、以及连续（即节点需要表示成连续实数以便网络分析任务）。
7. **NRL算法：**

目前使用较多的NRL算法主要可以分为四种类型：基于矩阵分解的方法；基于random walk的方法；基于边模型的方法；基于深度学习的方法。

优化方法：特征分解；替代优化；梯度下降法；随机梯度下降法。

这一部分没有做深入的学习与理解，只知道针对不同的分类问题存在哪些可以应用的算法，打算以后具体应用的时候才去详细学习。

1. **NRL的成功应用方面：**
2. 节点分类：NRL可以将网络中的节点表示成一个向量的形式，而相似的节点的向量应该也比较相近，利用这一性质以及某些具有标签的节点的向量可以很好地对网络中的节点进行分类。
3. 链接预测：链接预测的主要任务是从当前的网络信息中推导出潜在的网络成员间的关系，可以用来完善网络结构图或发现伪的成员关系，或进行社交网络中的好友推荐。而network representation的作用是利用节点表示挖掘出不同节点之间的相似度，从而可以更好地进行链接预测。
4. 可视化：传统的可视化方法对于小规模的数据量来说是非常有效的，然而当数据规模变大的时候，这些方法的效果就变得不好，因此，如何把大规模数据降维继而实现数据可视化就值得探讨。而这个问题就可以通过network embedding解决，network embedding的任务就是把原来的高维数据映射到低维空间中。
5. 推荐系统：POI推荐是根据用户的网上记录来进行推荐的，然而，应用到推荐系统中时使用的是用户-商品矩阵，从而导致该矩阵可能非常稀疏，当对稀疏矩阵应用数据挖掘算法时得到的效果一般不好。因此，应用network embedding把每个用户的所有商品记录变成一个低维向量，可以有效解决矩阵稀疏性问题，从而得到更好的推荐效果。
6. 知识图：在知识图中存在数百万的信息实体，而这些实体间也存在很多关系，同时，知识图有可能是一个异构网络，从而导致网络中存在不同类型的成员以及不同类型的连接，这与我们一般遇到同构网络有很大差别。由于知识图是一个非常巨大的网络，加上异构性导致了网络的表示变得非常复杂，从中进行数据挖掘任务就变得异常困难。然而，利用network embedding将原本的知识图中的每个实体都表示成一个低维的向量，通过向量之间的比较找到相似的实体可以有效地进行数据库查询任务。
7. **评估模型：**
8. 网络重构：利用NRL得到的节点的表示向量，从这些向量中预测节点间的连接关系以及节点相似度，继而重构原来的网络。利用重构网络与原始网络的差别评估得到的节点表示向量的正确性。
9. 节点分类：通过NRL以后，将网络中的节点表示成向量的形式，对一部分节点使用某个分类算法训练出一个分类器以后，用这个分类器对剩余节点进行分类，最终用F1-score评测分类的效果。
10. 链接预测：链接预测可以用来评估得到的节点表示是否具有足够的信息表示网络的演变机制。利用链接预测来评估NRL的性能的具体方法是从原来的网络去掉一定数量的边，然后从剩余的网络结构中学习到节点表示，对节点表示进行链接预测观察是否能预测到去掉的边。
11. 聚类：通过NRL以后，将网络中的节点表示成向量的形式，对向量形式的网络节点运用k-Means算法对网络中的所有节点进行聚类，以网络中原来的存在的社区结构作为评测标准，利用聚类结果与评测标准计算NMI评测聚类的效果。
12. 可视化：对NRL学习到的节点表示向量，利用t-SNE算法把多维向量映射到2维空间中，观察网络节点在2维空间中的分布情况，如同一类节点是否密集分布在一起，从而评测NRL得到的节点表示的效果。
13. **潜在研究方向:**
14. 非线性：NRL的目的是就可能多地保存原来网络的信息，当前存在的许多NRL方法是matrix factorization和random walk，而深度学习的方法能够得到一个非线性模型从而能保存更多更复杂的网络信息。因此在NRL方法中嵌套深度学习的方法是一个值得研究的课题。
15. 基于任务的NRL算法：NRL问题往往与许多数据挖掘任务联系起来，不同的任务需要保存的信息往往不一致，而一般的NRL算法都是在这些信息中找一个权衡，因此对于一个特定任务，应该针对这个目标任务来保存与该人物相关的信息，而其他信息可以适当忽略。
16. 动态网络：由于网络可能会一直演变，随着时间的推移，某些节点可能会加入网络中或从网络中删除，从而导致了对静态网络的网络表示没有很大的作用。因此如何把静态网络的NRL方法拓展到动态网络中值得研究人员的更深探索。
17. 可扩展性：NRL问题的可扩展性仍然是一个很大的挑战，当前存在的NRL方法诸如矩阵分解需要很大的时间复杂度，这对于大规模的网络来说是无法应用的。因此研究出一种时间复杂度低的NRL算法显得非常重要。
18. 异构性：随着大数据时代的到来，对异构网络的研究也越来越热门。在异构网络中，网络成员（即网络节点）的类型并不总是一样的，因而也导致了成员之间的连接类型是多种多样的。这就导致了很难测量不同节点之间的连通性，从而导致很难得到对异构空间中各个空间都通用的低维空间来进行网络表示学习。因此如何更好地测量cross-modal数据的连通性值得研究人员去探索。